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ABSTRACT
Hand-gesture recognition systems have recently gainedmore
popularity. Moreover, there is a growing interest in building
games for other purposes apart from entertainment, such as
education and rehabilitation. This paper focuses on develop-
ing a novel game-based system for wrist rehabilitation, called
HandReha. The idea is to automatically recognize pre-defined
hand gestures using a web-camera, so to control an avatar
in a three dimensional maze run game. The pre-defined ges-
tures are picked from a pool of well-defined gestures suitable
for wrist rehabilitation. Deep learning techniques were uti-
lized to perform real-time hand gesture recognition from the
images. To evaluate the performance of the developed wrist
rehabilitation system, a preliminary study with 12 healthy
participants was conducted. The results showed that the de-
veloped wrist rehabilitation system is intuitive and engages
the user, which is crucial for rehabilitation purposes.

CCS CONCEPTS
•Human-centered computing→Human computer in-
teraction (HCI); •Applied computing→Computer ga-
mes; • Computing methodologies→ Image segmenta-
tion.
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1 INTRODUCTION
Rehabilitation is the recovery from the lost ability to control
or coordinate a body part of the patient through a repetitive
task. Based on worldwide statistics annually, more than 15
million people suffer from stroke, which is one of the main
causes for people to lose their control over their body-part
such as hands or feet [1]. Though physical rehabilitation
can help patients regain the ability to control the affected
body-parts for many decades, conventional rehabilitation
exercises tend to not engage stroke patients due to tedious
and repetitive nature [19]. Moreover, it is important to per-
form these rehabilitation exercises at home to improve their
recovery. Therefore, a new area of research focuses on de-
veloping gamified approaches for various purposes other
than entertainment or recreation. For instance, in [8] they
designed and developed an automated Activate Test for Em-
bodied Cognition (ATEC), which measures cognitive skills
through physical activity.

Moreover, based on the initial testing in [27], they claimed
that the interactivity aspect of the game had the potential
which cause more enjoyment by the user and it can be used
to engage a diverse population and clinical setting. Recently,
Ramirez at al. [29] proved that how the design of an aug-
mented reality (AR) increase the engagement in independent
stroke rehabilitation. In 2018, Heng-Yi chen et al. designed
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a smart suit, Heath Posture Protector (HP2), and 4 serious
games for rehabilitation of office workers who usually suffer
from neck and back pain [5]. Furthermore, there is a growing
interest in research to utilize gesture recognition as a viable
interface between humans and computers [10] [15]. Gesture-
based interfaces can be an alternative to several physical
peripherals that we use with our personal computers [2]. In
[6], Chiang Wei Tan et al. introduced a human computer in-
teraction system by using hand gesture recognition to apply
into game-based rehabilitation application. However, in most
of these studies, the focus was on design and development
of 2D games or performing a limited variety of tasks such as
going up or down or performing ordered-actions repeatedly.
In this paper, a game-based wrist rehabilitation system

was developed, called HandReha. It recognizes pre-defined
hand gestures performed in front of a web camera. The recog-
nized gestures are used to control the actions of an avatar in a
three-dimensional maze run game. The system runs on a per-
sonal computer equipped with a web-camera, which enables
patients to perform their hand rehabilitation exercises at the
comfort of their home. Additionally, as the hand recognition
is vision-based, no additional sensors, such as Armbands [24],
special suits [5], gloves, motion sensors or depth-cameras
[16][27] are needed. The system uses images from the web-
camera to recognize the gestures. The raw images are first
pre-processed using image processing techniques followed
by a background subtraction for hand segmentation. Sub-
sequently, the segmented hand in the processed image is
sent as an input to a three-layered convolutional neural net-
work that classifies the type of gesture performed. Based on
the classified gesture type, the avatar in the designed maze
run game performs actions such as moving, rotating and
shooting hostile drones in the 3D environment. Five differ-
ent gestures were selected from a well-researched pool of
medically-approved gestures suitable for hand therapies[28].
Despite the works in [6] and [32], where they restricted

their focus on using gestures for simulating mouse and cer-
tain keyboard events for system interaction, we focused on
using gestures to directly interact with the system and nav-
igate the avatar in the 3D game. Besides, in many studies,
they try to collect hand gestures through a variety of sensors,
including gloves, electromagnetic or optical position and ori-
entation sensors for the wrist. Yet wearing gloves or trackers,
as well as other mentioned sensors, is uncomfortable and
time-consuming approaches due to setup time or calibration
process. Finally, due to our computer-vision-based interfaces,
there are several notable advantages such as providing a
non-intrusive approach where the hardware is commercially
available at a lower cost compared to other approaches. Ad-
ditionally, by applying the background subtraction method
to segment hand we were able to achieve a robust gesture
classifier model that can classify the performed gesture in a

real-time manner with the highest accuracy of 98.8, which
is in the same range of the state of the art methods.
The following sections of the paper are organized as fol-

lows. Section 2 describes the background and related work is
done in gesture recognition. Section 3 explains the methodol-
ogy and architecture of the entire system. Section 4 describes
the gesture classifier,the data-set obtained for this system,
followed by the achieved result in detail. Section 5 describes
the game design and development. Section 6 explains the
experimental user study and the devices used for experi-
mentation and finally the results obtained through pre and
post-survey results for our experiment. Section 7 discusses
the conclusion and future work to be done in this system
respectively.

2 BACKGROUND AND RELATEDWORK
In recent years, as the percentage of older adults increased,
the need for medical and rehabilitation dramatically raised.
Furthermore, motivating game-based training improved ther-
apy for people with physical impairments. As a result, re-
search works that are performed in the area of developing
games for rehabilitation purposes became extremely popu-
lar. Moreover, some research has been done in integrating
gestures with a human-computer interaction system. [32] fo-
cused on integrating human gesture recognition in a human-
computer interaction system by using gestures for certain
mouse events such as mouse hold, mouse drag and mouse
click along with certain keyboard events such as up and left
keyboard press and used those gestures for certain scenar-
ios such as playing angry birds game and working in Robot
Operating System (ROS). In [4], Yassine Bouteraa et al. de-
veloped a customized augmented reality system for stroke
rehabilitation.
We were inspired by the work done in [12] that imple-

mented the use of gesture recognition for therapy. There
has been compelling research on hand gestures that help in
increasing a joint’s range of motion or lengthen the muscle
and tendons via stretching. Some of the popular motions like
wrist ulnar and radial deviation gestures that are effective
for improvements in hand motion are included as part of
gestures in our system. This study has a focus on assisting
patients to carry out rehabilitation with hand gesture recog-
nition [27]. The process is supported by the patient playing
a game on their computer to make the process interesting
and make it as a rehabilitation session.

As noted in the introduction, the proposed model has two
main parts for the vision-based hand gesture recognition;
background subtraction along with hand detection and ges-
ture classification. For the image processing part, we apply
a background removal technique by taking a continuous
average of the background at the start of the game, which
then acts as a threshold throughout the game. Any object
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or obstacle that forms a contour in the image after the back-
ground is subtracted is detected by the system. This detected
contour is passed to our classifier which predicts one of the
five possible gestures.
We utilized some naive approaches explained in [20][3]

to apply background subtraction and extract relevant infor-
mation about the hand. By doing so, we were able to remove
unnecessary noise from the background making it easier for
the neural network to perform the classification. However,
hand detection and background removal using only an RGB
camera can be relatively tough depending on the lighting
conditions and objects present in the background. So, we
used a fixed bounded box that would enclose the person’s
hand. Therefore, the recognition task is done faster, process-
ing the smaller area, which is a key factor to have a real-time
hand gesture recognition.

In deep learning, a convolution neural network (CNN, or
ConvNet) is mostly applied to analyze visual imagery[22].
Ever since CNNs gained popularity back in 2012 after the
revolutionary success of AlexNet on the public dataset Ima-
geNet, they have come into the hype and been implemented
in a lot of research areas. We wanted to apply similar meth-
ods to the datasets we collected after applying the process-
ing techniques. Since CNNs are mostly applicable for image
data, we first started with a simple 3-layer convolutional
neural network in PyTorch [26] (a popular open-source deep-
learning library). Besides, We implemented transfer learning
with pre-trained models like ResNet50 and VGG16 [17] [30].
On comparing the results, the CNNs trained from scratch
performed better than other methods for our use-case.

3 METHODOLOGY
In this paper, we design and develop a unique Maze run
game such that the user can perform specific hand move-
ments (according to their therapy treatment) in front of the
web-camera and control the character in the game through
the maze. As a result, doing the therapy through the game
can motivate and interest the patient to continue their treat-
ment without getting bored, all the user needs is a personal
computer with web-camera. As soon as the user starts per-
forming the predefined gestures in front of the web-camera,
the avatar in the game will perform several actions such as
starting the game, moving forward, rotating right/left and
shooting hostile drones in the maze. The conceptual model
for our proposed method is shown in figure 1.
In summary, the network consists of two stages, one for

hand detection and the second stage for gesture classifica-
tion. Once the gesture is shown by the candidate the hand
is detected and then the gesture classification process is
performed on the hand image. The gesture classification
is explained in detail in the next section. Once the gesture

classification is done, the classified gesture is sent to the in-
terface module that interconnects the gesture classifier and
the game. Based on the gesture, the corresponding action is
performed by the avatar in the game.

4 BUILDING THE GESTURE CLASSIFIER
To build a real-time gesture recognition model, we propose
a two-stage model. In the first stage, the user’s hand region
is segmented from the static background and then, in the
second stage, these segmented hand gestures will be used
as input to the Convolutional Neural Network (CNN), to be
classified.

4.1. Hand detection and tracking
One of the main challenges and essential processes for in-
formation extraction in many computer vision applications
is the detection and tracking of the moving objects in video
streams or image sequences [14]. Generally, there are three
approaches for thismoving object detection task; Background
subtraction, temporal referencing and optical flow [7]. Among
these, we chose a background subtraction method because
it is one of the most popular ones in motion object detec-
tion and it takes less computational time and space. In this
method, the foreground mask for every frame is generated
by subtracting the background frame from the current frame.
In other words, it has two major steps. First, constructing
a good statistical representation for the background which
is robust to noise; second, building a statistical model for
foreground object which represents the changes that take
place in the current frame [25].
To build a background frame which is less affected by

noise, we applied some pre-processing steps. First, all the
captured frames were resized to 128 by 128, then flipped
to avoid mirroring problem. Afterward, to simplify the pro-
cess and decrease the processing time, we cropped the im-
ages from the pre-defined Region Of Interest (ROI window)
around the hand in the original frames. Figure 2 displays the
output images for this step.
Then, the cropped images are converted to grayscale to

avoid the long processing time for color image analyses. The
converted images are then followed by Gaussian blurring
filter[13] to remove noise. Afterward, to create a smooth
background image, we calculate the average frame for the
first k stationary background frames where k equals 30 and
it is selected empirically(clean plates).

AvBд = 1/n
n∑
i=1

BG(i) (1)

where n is total number of frames, AvBg represents the
smooth-average background image(clean plate) and BG(i) is
i-th background frame. As a result, noise is suppressed as
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Figure 1: Overview of HandReha System

Figure 2: Input frames after applying resize, flip and crop
operations

much as possible and the model will become more robust
to changes in lightening. Second, to build a proper repre-
sentation of the foreground object, we need to subtract the
background and segment the image such that it has two
components; hand as foreground segment and stationary
background segment. To eliminate background there are two
approaches: one with a known background called a clean
plate and the other one is without known background[23].
In this study, we consider the first approach as we already
created a clean plate in the first step.

Then, as the candidate starts performing desired gestures
the absolute value of frames and clean plates are calculated
and saved as different images.

di f f (i) = |I (i) −AvBд | (2)

Where i represents the current frame with and AvBg as
define in equation (1) is the clean plate image as a background
frame. In other words, diff is the absolute difference between
these two frames. Afterward, we applied a threshold value
to get the foreground object (hand) for the difference image.

seдmented =

{
f oreдround, if di f f (x,y)(i) > τ

backдround, otherwise
(3)

τ is the threshold value that was selected empirically as
25. It means that all the pixels in diff(i-th) frame which has
a value larger than τ will be assigned a value equal to one
and the remaining pixels belong to the background segment
with a value equal to zero. Although the extracted hand
in our case, will be segmented from a black background
after applying the threshold, the final segmented hand might
have some missing pixels. This can happen due to many
reasons such as using an average of the stationary frames for
the background. However, in our case, this does not affect
the segmented images. The resulting image is a black and
white segmented image with a hand segment as white and
background as black. Finally, these segmented images are
resized into a fixed size keeping the same aspect of ratio and
ready to be used as input to our CNN classifier in the second
stage.



HandReha: Dynamic Hand Gesture Recognition for Game-based Wrist Rehabilitation PETRA ’20, June 30-July 3, 2020, Corfu, Greece

Figure 3: Output of the Hand Detection Stage

In figure 3 the final processed frames are depicted. Besides,
we get the contours in these segmented images and consider
the contour with maximum length as hand’s contours. These
contours are then displayed around the user’s hands in each
frame to evaluate the performance of the hand detection
system.

Figure 4: Overview of the CNN classifier

4.2. Hand gesture classifier model
In the second stage, to build the gesture classifier model
we propose a 2D Convolution Neural Network (CNN) as a
gesture recognition model. The architecture of the model is
depicted in figure 4. The CNN feeds on binary images so that
the color features do not affect the classifier. All the frames
are first pre-processed, as explained in section 4.2. The pre-
processing steps include resizing, converting to grayscale
and applying Gaussian blurring, background subtraction,
thresholding, and contour extraction. The model includes
three 2D-convolutional layers for feature extraction, each
followed by a max-pooling layer, two fully connected layers
and a softmax layer for predicting gestures probabilities.
The model classifies the gesture as the one with the highest
probability. The input to this classifier is the processed frames
from the hand detection stage which have the size of 128
by 128. Compared to other architecture such as RESNET50
[17]and VGG16 [30], the proposed CNN model only has 3
layers which makes the model much faster compared to
above architectures.

4.3. HandReha dataset
After researching on which types of gesture have been used
in hand therapy, we create our dataset of five gestures; “Fist”,

“Ok”, “Open Palm”, ”PalmRight” and ”PalmLeft” that are
widely used in hand therapy procedure especially for wrist
hand injuries[28]. A total of 7405 images are taken from three
persons (two males, one female). We ask the participants to
perform the gestures at a distance of 40 to 50 centimeters
from the web-camera. Each class has around 1400 images as
we tried to create a balanced data set. While collecting data
all the mentioned pre-processing steps are applied to the
captured images and finally, the processed images are saved
into the separated folders. In our designed game, we assigned
different tasks to each of these gesture classes; for instance,
the character in the game should go straight if the model
recognizes the "Palm" gesture or it should start shooting after
recognizing "Fist" gesture.

4.4. Training the CNN gesture classifier
For the training process, we used a HAND-REHA dataset
which includes 7405 images. We will explain the reason why
we choose these special gestures in the Data collecting sec-
tion. For each gesture, we used 0.1 percent of each class as
the validation set and the remaining as the training set. The
model uses input images of size 128 by 128. The loss function
set as MSE and ADAM[21] as our optimizer. We trained the
model for 5 epochs with processed images with various val-
ues of the learning rate, α , and realized α= 0.001 and image
size as 128*128 provides the best accuracy for the classifica-
tion task. Figure 5 and figure 6 show the loss and accuracy
on training and validation set. The model achieves 100 and
98.8 percent accuracy for training and test set respectively.

Figure 5: Train and validation accuracy

5 GAME DESIGN AND DEVELOPMENT
We developed a 3Dmaze run gamewhere an avatar navigates
inside the maze surrounded by hostile drones that shoot once
the avatar is near to its location. The design for the main
avatar, drones and the surrounding environment was done
using Blender 2.8[11]. The game engine used for developing
the game is Godot 3.1[9]. Godot is a free and open-source
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Figure 6: Train and validation loss

Figure 7: Navigation of avatar in the Game

game engine under the MIT License. The avatar, drones and
several other aspects of the game designed in Blender were
then imported into the Godot game engine. The stage for
the game along with the avatar and drone navigation was
implemented in the Godot game engine.
We built two levels in the game. The first level is a nor-

mal maze without any drones and the avatar only navigates
around the maze. This level is built for the purpose of fa-
miliarizing the users with hand gestures by using them to
navigate the avatar around the maze. The next level is the
main level where the avatar navigates around the maze while
drones are present in it. The avatar has to navigate around
the maze and shoot the drones when they encounter them.
Figure 7 and 8 shows the navigation and shooting per-

formed by the avatar in the game. Figure 9 shows the game
played with gestures.

A video of the gesture-based game can be found in the fol-
lowing link: https://www.youtube.com/watch?v=V7X4CCbExmc.

Figure 8: Shooting in the Game

Figure 9: Game played with gestures

6 EVALUATION OF THE HAND-REHA SYSTEM
Twelve healthy participants from the Computer Science and
Engineering department at the University of Texas, Arling-
ton participated in the user study to evaluate the Hand-Reha
system. . Of those twelve participants, six were male and six
were female participants. Eight participants were aged be-
tween 25 and 30 years. Two participants were aged between
31 and 50 years. Two participants were aged between 18 and
24 years.

6.1 Hardware
For the experimentation, we used an Acer NITRO 5 Laptop
with a Windows 10 64-bit Operating system. The laptop has
an 8GB RAM along with an NVIDIA Geforce GTX 1050 Ti
GPU. The laptop has a built-in camera which was used for
gesture recognition. The Game runs on Godot Game Engine
and the gesture recognition model runs on PyCharm IDE.
Both the game and the model run on the same laptop.

6.2 Results of vision-based gesture classification
As mentioned in the previous section the accuracy for the
validation set after 5 epochs reaches 98 percent. To test and
evaluate the model we tried both testings offline and in real-
time prediction. Although the model is not 100 percent accu-
rate and has some flaws detecting gestures performed at far
distance compared to training data, or in some cases the size
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of the hand matters(it defines how far the hand is located
from the camera), our model still shows promising results
while doing real-time predictions compared to other studies.
Considering that we only use a shallow CNN model(only 3
layers) compared to other states of the art models and the
fact that we only have around 1400 images per class will sup-
port our efficiency of the proposed model. Besides, the other
issue was how perfect the participants perform the gestures,
as some of them were focused on the game so they did not
perform the gestures well, especially in the first couple of
minutes starting to play the game. Yet considering all the
mentioned reasons, we proved that our gesture classification
model has acceptable performance in terms of accuracy and
processing time.

6.3 User study methodology
Before the study begins, each participant filled a pre-study
survey form. The form contained questions that askedwhether
the participant had any previous experiences of hand pain
or difficulty in hand movement and their preferences in the
kind of therapy if they had any such pain.

After filling the pre-study survey form, we explained the
user study process of our system in detail. Afterward, the
participants played the first level of the game, a plain maze
where the avatar can only move around, for making the
participants to get familiarized with the gestures. Then they
played themain game that included the avatar and the drones
along with shooting capability for both drones and the avatar.

After 8 minutes of playing the game, the participants filled
the post-study survey form. In one of the questions, partici-
pants are asked to compare the difficulty and feeling of pain
playing the proposed 3D Maze game through gestures with
playing similar Maze game with controllers. The form was
used to get feedback from the participants regarding the effi-
ciency of the system along with their opinion about using
gestures for gaming and suggestions for future work.

6.4 Pre-study survey responses
In the pre-study survey form, apart from the name, age, and
gender of participants we also asked a few questions regard-
ing whether they faced any problem with hand movements
and their preferences with treatment if they had any such
problems. According to the participants’ responses, no one
faced any problem with respect to hand movement in the
past. With respect to the type of therapy, in case of any pain
or difficulty in hand movement, we gave two options in the
survey questionnaire: Individual therapy and Group therapy.
Everyone chose Individual therapy as their preferred type of
therapy.

Table 1 shows the response for the survey question regard-
ing the preferred place for receiving treatment in case of any
pain. For this question, 5 participants prefer treatment either

In case of pain where do you prefer to receive treatment?
Options Number of responses
Clinic 2
Home/Private Assistant 5
Hospital 4
Rehabilitation Center 0
Any Place is fine 3

Table 1: Table focusing on response regarding preferred
place for receiving treatment

at home or through a private assistant, 4 of the participants
prefer to receive treatment in hospitals, 2 of the participants
prefer clinic treatment and 3 of the participants were fine to
receive treatment in any place.

6.5 Post-study survey responses
After conducting the experimentation we had a post-study
survey that had a set of questions regarding comfort, diffi-
culty, effectiveness, and excitement while playing the game
with hand gestures. The answers are based on the 5-point
Likert scale rating with a range from 1 ("least") to 5 ("most").
As shown in Figure 10 and 11 most of the participants gave
positive responses in each categories.

Figure 10: Graph representing participants feedback onHan-
dReha

6.6 Discussion of the user study results
Overall, there was a good response from the participants
where most of them reported that the hand gesture-based
game was effective, exciting and comfortable. Most of the
participants reported that they felt less pain and difficulty in
controlling the game with gestures compared to traditional
method such as using a controller. However, some partici-
pants reported that they had moderate pain and difficulty
while playing the game. Threemain reasonsmay have caused
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Figure 11: Graph indicating responses from the participants
before using HandReha

such an issue for some participants. First reason is that in the
classifier, for some participants, there was some difficulty in
differentiating between "Open Palm" and "Ok" gestures, at
certain situations, since both the gestures are shown at the
same angle and after final processing "Open palm" and "Ok"
gestures seem to be a bit similar. The second reason is that
gesture recognition worked with better accuracy for partic-
ipants with smaller hands when compared to participants
with bigger hands which might be because of a shortage of
dataset containing gestures from bigger hands. These two
issues cause some difficulties for participants while navigat-
ing the avatar in the game. The third reason is that there
was a time lag between gesture recognition and character
movement in the game which is probably because of lower
RAM capacity (8 GB) on the laptop. The third reason has
been the cause of moderate pain for some participants as the
time lag (a few seconds) between gesture recognition and
character movement must have made the participants hold a
particular gesture for an additional period at certain points
in the game.

7 CONCLUSION AND FUTUREWORK
We have designed a game-based wrist rehabilitation sys-
tem, which enables the user to control an avatar in a three-
dimensional maze-run game using hand gestures. This is a
unique and novel approach because the gestures are selected
from a set of human gestures suitable for wrist rehabilitation
and implemented to control a game built in a 3D environ-
ment as compared to previous works where most of the
games designed for rehabilitation purposes are built in a 2D
environment. Moreover, the game is built with an avatar per-
forming more than one action and the gestures are assigned
for every action performed by the avatar in the game. The
gestures are implemented in such a way that they directly
interact with the system. This is a different approach than

the previous works where the game is built with an avatar
performing only a single action and the gestures are imple-
mented to simulate mouse or keyboard events throughwhich
the interaction with the system takes place. A user study
was conducted to evaluate the developed system where the
participants played the game with gestures. For now, the par-
ticipants surveyed were from a healthy group of people with
no problem with their hands and wrists. In future, we plan
to include actual patients to test the efficiency of the system
and to assess its feasibility in people with real injuries. This
would be an extension of our current research. The results
from the user study showed a good and favorable outcome
where almost all the participants provided moderate to high
ratings in terms of effectiveness and interest in playing the
game with gestures.
Regardless, future research could continue to explore in

improving the overall efficiency, accuracy, functionality, and
usability. We plan to extend the HandReha system to be com-
patible with other everyday devices such as smartphones and
tablets using Mobilenetes(a family of mobile-first computer
vision models for TensorFlow) [18] or Inception-V3 [31]. Fur-
thermore, the complexity of the game could be improved and
better incentives for the players can be incorporated in the
game rather than shooting a drone. Moreover, we plan to ex-
tend the HandReha dataset by including additional gestures
and capturing data from a larger number of people who have
problems in moving their hands and wrists to improve accu-
racy during gesture recognition and investigate the possible
benefits of home rehabilitation.
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